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Abstract

Experience shapes the central nervous system throughout life. Structural and functional plasticity confers a remarkable ability on the brain, allowing neural circuits to adequately adapt to dynamic environments. This process can require selective adjustment of many excitatory and inhibitory synapses in an organized manner, in such a way as to enhance representations of behaviorally important sensory stimuli while preserving overall network excitability. The rules and mechanisms that orchestrated these changes across different synapses and throughout neuronal ensembles are beginning to be understood. Here, we review the evidence connecting synaptic plasticity to functional plasticity and perceptual learning, focusing on the roles of various neuromodulatory systems in enabling plasticity of adult neural circuits. However, the challenge remains to appropriately leverage these systems and forms of plasticity to persistently improve perceptual abilities and behavioral performance.
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1 INTRODUCTION

Phylogenetic evolution ensures that sensory perception matches the type of environment experienced by an organism, largely by applying genetically encoded filters at the level of sensory organs (e.g., audible and visible spectra) (Darwin, 1859). In addition, throughout ontogenetic development, organisms refine and optimize their sensory acuity by experience-dependent mechanisms. In mammals, these mechanisms can be rapid and long-lasting, are more pronounced during development, and rely primarily on structural and functional plasticity of neocortical circuits (de Villers-Sidani and Merzenich, 2011; de Villers-Sidani et al., 2007; Hensch, 2005).
Unlike the developing neocortex and the adult association areas, primary sensory and motor cortices become resistant to activity-induced synaptic modifications after maturation (Hensch, 2005). This might explain the maintenance of stable perceptual and motor representations throughout life, a requirement for easily and successfully navigating familiar environments. However, demanding or novel behavioral tasks can release sensory cortices from an implastic state in order to allow adaptive modifications to internal representations (Bao et al., 2004; Dahmen and King, 2007; Elbert et al., 2002; Flor et al., 1995; Pantev et al., 2001; Polley et al., 2006; Sterr et al., 1998). A growing number of studies have indicated that information about behavioral state is conveyed to the sensory cortex by a diverse array of neuromodulators (Lee and Dan, 2012). Different neuromodulators have been shown to initiate and control plasticity in the adult brain by coordinating modifications at selected sets of neuronal synapses. The precise set of changes that occur to synaptic transmission and network function depends on which neuromodulatory system or systems are activated and on the extent to which intracellular Ca\(^{2+}\) signaling and NMDA receptor activation are engaged by different stimulus patterns.

Understanding the synaptic mechanisms by which experience shapes functional sensory circuits during development and adulthood is crucial for designing therapeutic interventions to correct inherited and acquired defects in sensory perception. Here, we will summarize recent research describing circuit mechanisms by which the adult neocortex encodes salient and relevant properties of the environment, how neuromodulators control these mechanisms, and how they contribute to perceptual learning. We will emphasize remaining questions that concern the contribution of different neuromodulators to cortical plasticity and the distinctions between adult and developmental plasticity. Although we will focus on the auditory cortex and acoustic behavioral tasks, references to other sensory cortical areas will be made.

2 ENCODING SENSORY ENVIRONMENTS IN CORTICAL NEURAL CIRCUITS

Brains are plastic throughout life but are particularly sensitive to external input during development (Shatz and Stryker, 1978; Wiesel and Hubel, 1963a, b). At this time, axons and dendrites in the neocortex arborize profusely and establish synaptic connections (Benson et al., 2001). Neurons in sensory cortices develop stable receptive fields when the complement of excitatory and inhibitory synaptic inputs matures, making them differentially sensitive to one or more attributes of the environment (Dorrn et al., 2010; Hensch and Stryker, 2004; Hensch et al., 1998; Sun et al., 2010). In vivo intracellular electrophysiological recordings during the presentation of well-defined stimulus sets can estimate the relative contribution of excitatory and inhibitory inputs to the synaptic receptive field of a neuron (Fig. 1A). Excitatory inputs are isolated by clamping the membrane potential of the patched cortical neuron at \(-70\) mV, the reversal potential for chloride, whereas inhibitory inputs are measured by clamping the cell at the reversal potential for sodium \((-0\) mV). The ratio of excitatory to inhibitory currents is then calculated for each stimulus presented.

During development, activity in sensory circuits gradually increases the correlation of cortical excitatory and inhibitory receptive fields with respect to the stimulus set. For example, in the developing auditory cortex, evoked excitation and inhibition are unbalanced
at the time hearing begins (around postnatal day 10 in rodents) but become progressively balanced over the course of development, reaching a relatively high degree of cotuning in adulthood (Dorrn et al., 2010). The correlation between excitatory and inhibitory inputs may dictate the stability of synaptic receptive fields. Unbalanced excitation in the developing auditory cortex allows for rapid activity-induced retuning of synaptic inputs. In young (between postnatal days 12 and 21) but not adult rats, patterned presentation of a pure tone with known frequency and intensity rapidly strengthened the excitatory and inhibitory synaptic currents evoked by the patterned tone, thus retuning the synaptic neuronal profile. In addition, patterned stimulation increased the correlation between excitatory and inhibitory inputs nonspecifically, improving the overall balance in the developing auditory cortex and thus imposing a refractory period for additional activity-induced synaptic modifications (Dorrn et al., 2010).

Developmental adjustments in the ratio of excitatory to inhibitory inputs appear to contribute to the maturation of other sensory cortices like the somatosensory and visual cortex (Hensch and Stryker, 2004). In the somatosensory cortex, for example, Chittajallu and Isaac (2010) showed that the thalamic drive of feedforward inhibition strengthens progressively during the first eleven postnatal days, leading to a doubling of the average ratio between evoked GABA and AMPA currents on layer 4 stellate cells. This results in a decrease of the integration window measured as the half-width of postsynaptic potentials, which may slow down plasticity. Normal recruitment of parvalbumin neurons in this microcircuit is experience-dependent and is impaired after whisker trimming (Chittajallu and Isaac, 2010; Daw et al., 2007).

The relationship between the strength and timing of excitatory and inhibitory currents controls input integration and determines what stimuli evoke suprathreshold responses and therefore the spiking tuning profile of a neuron (Fig. 1B). The most widely studied types of receptive fields in the auditory cortex are in the frequency and intensity domains. Neurons in the primary auditory cortex can spike with short latency (5–10 ms) after the presentation of pure tones of different frequencies. The frequency that evokes the strongest response is known as the best frequency of the neuron. Generally, but not always, neurons in the auditory cortex have a single best frequency, and this also represents their characteristic frequency, meaning the frequency that activates them when played at threshold amplitude. In the intensity domain, the majority of neurons in the rat primary auditory cortex and some but not all of the other auditory fields respond monotonically to increases in sound amplitude (Polley et al., 2007).

At the neuronal population level, the development of synaptic and spiking receptive fields leads to the formation of sensory maps—for example, tonotopic map in the auditory cortex, retinotopy, ocular dominance, and orientation columns in the visual cortex and the whisker barrel fields in the rodent somatosensory cortex (Hubel and Wiesel, 1963; Merzenich et al., 1973; Woolsey and Van der Loos, 1970) (Fig. 1C). Alterations in synaptic maturation can explain changes in sensory maps induced by developmental exposure to different environments (Chang and Merzenich, 2003; Sengpiel et al., 1999; Zhang et al., 2001). A large body of literature documents this dependency of sensory maps on experience, especially during particularly sensitive developmental windows, called critical periods. The
existence of critical periods is a phenomenon characterized in most sensory cortices and even in structures thought to be important for emotional learning, such as the amygdala (Gogolla et al., 2009). Interestingly, distinct critical windows have been identified not only for different modalities but also for different functions of the same sensory system. These staggered critical periods explain the systematic and somewhat stereotyped (from simple to complex) accumulation of perceptual abilities, as is the case in language acquisition (Insanally et al., 2009; Sanes and Woolley, 2011). Can these highly plastic conditions be recapitulated in the mature brain to allow rapid and lasting enhancement of perceptual prowess?

The relationship between synaptic plasticity and excitatory–inhibitory balance is consistent in the adult sensory cortex in the sense that correlated synaptic inputs are resistant to activity-induced modifications. However, when the correlation breaks down mostly due to neuromodulatory forces and excitation becomes unbalanced by inhibition, sensory circuits become plastic and synaptic weights adapt to best represent environmental attributes (Bakin and Weinberger, 1996; Froemke et al., 2007, 2013; Kilgard and Merzenich, 1998a, b; Letzkus et al., 2011). In the next section, we will review recent data indicating that activation of various modulatory systems can alter cortical excitatory–inhibitory balance and thus enable experience-dependent synaptic modifications. The dynamics of these effects can differ substantially from one neuromodulatory system to another, a difference that would be expected to have a major impact on functional maps and on sensory performance.

3 EFFECTS OF NEUROMODULATION ON PLASTICITY IN ADULT SENSORY CORTICES

Different behavioral states can be visualized in a multidimensional space, where each dimension represents a distinct psychological variable (attention, aversion, attraction, motivation, or empathy) or, correspondingly, neuromodulatory system (e.g., acetylcholine, norepinephrine, dopamine, serotonin, or peptide modulators such as oxytocin) (Fig. 2). Different combinations of behavioral states and thus of their biological correlates are called into action during danger, food seeking, sexual behavior, and maternal behavior. For example, during classical fear-learning paradigms in rodents, a sensory stimulus is paired with a foot shock. This shock has been found to induce increased firing of noradrenergic neurons in the locus coeruleus, dopaminergic neurons in the ventral tegmental area, and most likely cholinergic neurons in the basal forebrain (Brischoux et al., 2009; Chen and Sara, 2007). Moreover, many neuromodulatory centers in the brainstem, basal forebrain, and the hypothalamus are directly connected. For example, locus coeruleus neurons receive dopaminergic input from the ventral tegmental area and the substantia nigra pars compacta and serotoninergic input from dorsal raphe neurons. In turn, noradrenergic fibers from the locus coeruleus synapse on ventral tegmental area, substantia nigra, and basal forebrain cells. Basal forebrain neurons also receive dopaminergic and serotoninergic inputs (Eggermann et al., 2001; Sara and Bouret, 2012).

Neuromodulators act on distributed neural circuits to generate and store specific patterns of activity within neuronal ensembles important for behavioral performance. Blocking the activity of these neuromodulators systemically or specifically in their sensory cortex
terminal fields can prevent associative and perceptual learning (Fletcher and Wilson, 2002; Kroon and Carobrez, 2009; Letzkus et al., 2011). Recent \textit{in vitro} data on the dynamics of adult sensory cortex plasticity uncovered both shared and specific modes of action for different neuromodulators (Kruglikov and Rudy, 2008). Can different neuromodulator combinations orchestrate adaptive synaptic plasticity in sensory cortices? In answering this question further, it is important to (1) study the effects of different neuromodulatory systems separately and at different naturalistic activation frequencies and intensities and (2) uncover the combinatorial actions of these neuromodulators in ratios that would be relevant for behavioral states (Fig. 2). An example of cooperative effects of two neuromodulators was described in the visual cortex, where integrity of both noradrenergic and cholinergic fibers is required for proper development of the ocular dominance columns (Bear and Singer, 1986). In this example, the two neuromodulators have a compensatory type of interaction, but in other structures or under different conditions, they might act synergistically or additively.

Next, we will discuss recent \textit{in vivo} data on the role of the basal forebrain and other neuromodulatory systems in inducing synaptic plasticity of sensory cortices.

### 3.1 Basal forebrain

The basal forebrain is a collection of cholinergic, GABAergic, and glutamatergic projection neurons and local GABAergic interneurons, distributed in three main complexes: medial septum/ventral diagonal band complex projecting to the hippocampus, horizontal limb of the diagonal band projecting to the olfactory bulb and the piriform cortex, and nucleus basalis magnocellularis and substantia innominata complex projecting uniformly to the neocortex (Gritti et al., 2003, 2006; Manns et al., 2001; Mesulam, 2004; Zaborszky, 2002; Zaborszky et al., 1999, 2005). Nucleus basalis neurons have elevated spiking and bursting activity during wakefulness and REM sleep and can also discharge in response to behaviorally relevant, novel, or recent sensory stimuli (Cape and Jones, 2000; Duque et al., 2007; Kanai and Szerb, 1965; Manns et al., 2000a, b; Szymusiak et al., 2000). Nucleus basalis neurons can be electrically stimulated to induce acetylcholine release in their terminal fields, which leads to desynchronization of cortical electrical activity and enhanced cortical responsiveness to sensory stimuli (Metherate and Ashe, 1991, 1993). Pairing of nucleus basalis stimulation with the presentation of a sensory stimulus results in long-lasting cortical plasticity (Bakin and Weinberger, 1996; Froemke et al., 2007; Kilgard and Merzenich, 1998b) (Fig. 3A–C). However, electrical stimulation is not specific and can simultaneously activate other neuronal populations in the nucleus basalis. Recently, specific stimulation of cholinergic neurons has been achieved using optogenetics in mice and rats expressing channelrhodopsin-2 in neurons positive for choline acetyltransferase, an enzyme necessary for the biosynthesis of acetylcholine (Kalmbach et al., 2012; Witten et al., 2010). Future studies using this approach are necessary to parse out the contribution of identified cell types in the basal forebrain to cortical activation, cortical plasticity, and behavior.

Acetylcholine release in the cortex can induce activation of pyramidal neurons (Detari, 2000; Detari et al., 1999; Dringenberg and Vanderwolf, 1997; Linster and Hasselmo, 2001). In the auditory cortex, two disinhibitory network mechanisms have been described \textit{in vivo}. One of them depends on activation of muscarinic receptors in mid- and deep cortical layers,
which results in a rapid depression of stimulus-evoked inhibitory inputs on pyramidal neurons (Froemke et al., 2007; Metherate and Ashe, 1993). Most likely, this effect depends on decreased release of GABA from fast-spiking interneurons that express presynaptic muscarinic M2 receptors (Kruglikov and Rudy, 2008). In the adult rat primary auditory cortex, repeatedly pairing nucleus basalis activation with the presentation of a pure tone of defined frequency and intensity leads to a decrease in the inhibition evoked by the paired stimulus and therefore to a spectrally restricted increase in the excitatory–inhibitory ratio. At the same time, activation of muscarinic receptors may extend the integration window for excitatory inputs as is the case in the somatosensory cortex (Kruglikov and Rudy, 2008). Together, these muscarinic actions seem to permit Hebbian plasticity of excitatory inputs at the paired stimulus and a gradual retuning of the synaptic and spiking receptive fields (Bakin and Weinberger, 1996; Froemke et al., 2007) (Fig. 3D and E). At the population level, these modifications induce an overrepresentation of the paired stimulus in the tonotopic map (Kilgard and Merzenich, 1998b).

The other mechanism by which cholinergic inputs trigger disinhibition in the auditory cortex has been characterized in upper cortical layers by Letzkus et al. (2011). Activation of nicotinic receptors on layer 1 inhibitory neurons leads to their robust spiking, which results in the inhibition of their postsynaptic partners—layer 2–3 parvalbumin-positive interneurons. The decreased firing of parvalbumin-positive interneurons diminishes their inhibitory control over upper-layer pyramidal neurons. When this disinhibitory event coincides in time with a sensory stimulus, the evoked response in pyramidal neurons increases dramatically. It is unclear whether this mechanism can lead to long-lasting retuning in the auditory cortex or in structures downstream, but it is required for learning stimulus–fear associations (Letzkus et al., 2011). Therefore, although generated by different cholinergic receptor activities and different microcircuits, a similar Hebbian form of plasticity would act in superficial and deep layers of the sensory cortex to enlarge the representation of the behaviorally relevant stimuli. Interestingly, the opposing effects of acetylcholine on two types of inhibitory transmission have also been described in the visual cortex in slices, indicating a conserved mode of cholinergic action on microcircuits across different sensory cortical areas (Xiang et al., 1998).

What would be the advantage of having two (or more) seemingly independent yet correlated mechanisms by which acetylcholine enhances stimulus representation in deep and superficial cortical layers? This might allow for projection-specific fine-tuning of evoked responses in the sensory cortex. The vast majority of upper-layer pyramidal neurons project cortically, whereas deep-layer neurons can project either cortically or subcortically (Koester and O’Leary, 1994). It is possible that for certain behavioral tasks, it would be advantageous to cotune cortical circuits with different projection patterns, whereas for other behaviors, it would be more beneficial if these different circuits exhibited distinct sensitivities to sensory inputs or to neuromodulatory and behavioral control (Chen et al., 2013).

The effects of cholinergic modulation in the auditory cortex are dynamic and remarkably specific to subsets of synapses. During the first 30 min after pairing an auditory stimulus with electrical stimulation of the nucleus basalis, the strength of the paired excitatory input increases and becomes the new peak of the tuning profile. At the level of inhibitory inputs,
after the immediate disinhibitory episode observed during the pairing procedure, inhibition gradually and slowly returns to balance changes in excitation. Excitatory and inhibitory corticocortical connections appear to undergo most of the modifications observed, whereas thalamocortical synapses are resistant to the long-lasting effects of cholinergic modulation (Froemke et al., 2007). An extraordinary level of specificity is observed in the dynamics of excitatory tuning profile of pyramidal neurons. As the paired input increases in strength, the original best stimulus evokes less and less excitation. The excitatory currents corresponding to the rest of the stimulus set remain unchanged. This indicates that network excitability is strictly conserved. How do neurons specifically and uniquely depress inputs corresponding to the original best stimulus of each cell? This remarkable level of control depends on the original best stimulus being present a sufficient number of times after the pairing procedure ends. If this stimulus is not played postpairing, another presented strong input will be depressed in order to conserve excitability in the network. These experiments show that the precisely coordinated changes in synaptic function are activity- and history-dependent (Froemke et al., 2013). We also found that these long-term synaptic modifications induced by acetylcholine require cortical muscarinic and NMDA receptor activity (Froemke et al., 2013).

Although most of the discussed physiological effects of acetylcholine on cortical circuits have been described in the rodent auditory cortex, similar findings have been reported in the other primary sensory cortices. We will enumerate in the succeeding text additional recent findings in the somatosensory, visual, and piriform cortices.

Nucleus basalis activation results in muscarinic receptor-dependent decorrelation of activity in the rodent visual cortex during the visualization of natural scenes. This phenomenon described by Goard and Dan (2009) is believed to increase the perceptual capacity of the network. The authors also showed increased reliability of unitary responses in the lateral geniculate nucleus and the visual cortex following nucleus basalis stimulation.

In the somatosensory cortex, an additional interesting mechanism by which cholinergic innervation could induce plasticity has been reported by Takata, Mishima, and colleagues. In an elegant study, they showed that acetylcholine released during nucleus basalis stimulation activates muscarinic receptors on astrocytes, which induces calcium waves in these cells and the subsequent release of D-serine. In turn, D-serine binds neuronal NMDA receptors and, when this coincides with stimulus-evoked activity, a long-lasting potentiation at the paired stimulus ensues (Takata et al., 2011). Importantly, a similar role for astrocytes in cholinergic-mediated cortical plasticity was later described in the visual cortex, indicating that this may be a general mechanism to modify cortical synapses (Chen et al., 2012).

In the piriform cortex, acetylcholine released by neurons in the horizontal limb of the diagonal band can also have immediate and long-lasting effects. Specifically, acetylcholine depolarizes both pyramidal and inhibitory neurons, increasing their spontaneous and stimulus-evoked spiking (Barkai and Hasselmo, 1994; Tseng and Haberly, 1989a, b). Stimulation of basal forebrain projections initially suppresses inputs from association fibers but subsequently enhances these inputs, a phenomenon thought to contribute to odor discrimination (Hasselmo and Barkai, 1995; Linster and Hasselmo, 2001; Wilson, 2001).
the piriform cortex, an additional level of regulation has been reported, where acetylcholine decreases both the adaptation of pyramidal cell spiking to current injections and the afterhyperpolarization, thus permitting Hebbian plasticity (Barkai and Hasselmo, 1994; Constanti and Sim, 1987; Saar et al., 2001).

Due to its possible role in the progression of Alzheimer’s disease, the basal fore-brain generated a large interest in the scientific community and therefore provides a model for exploring how neuromodulation and brain state affect processing and plasticity in cortical circuits. We will next summarize some of the recent insights into other neuromodulatory systems.

### 3.2 Locus coeruleus

Noradrenergic fibers originating in the locus coeruleus uniformly innervate the entire forebrain, including sensory cortices. Changes in the tonic firing rate of locus coeruleus neurons and thus in noradrenaline release play an essential role in regulating the sleep–wake cycle and cortical arousal (Aston-Jones and Bloom, 1981a, b; Berridge et al., 1993; Constantinople and Bruno, 2011; Hobson et al., 1975; Roussel et al., 1967). Locus coeruleus neurons discharge phasically in response to novel sensory stimuli in all modalities (Aston-Jones and Bloom, 1981a, b; Foote et al., 1980; Herve-Minvielle and Sara, 1995; Rasmussen et al., 1986; Sara et al., 1994). If the sensory stimulus is associated with either reward or punishment, the evoked responses of locus coeruleus neurons are maintained and even enhanced (Aston-Jones et al., 1994; Bouret and Richmond, 2009; Bouret and Sara, 2004; Jacobs et al., 1991; Sara and Segal, 1991).

Several studies reported the acute effects of locus coeruleus activation on sensory-evoked responses. Tonic and phasic stimulations can enhance stimulus-evoked responses in initially responsive cells of the barrel and piriform cortex and can induce responses in previously silent cells (Bouret and Sara, 2002; Devilbiss and Waterhouse, 2004, 2011; Lecas, 2004; McLean and Waterhouse, 1994). However, some cells in the barrel cortex can also be suppressed by tonic activation of noradrenergic fibers (Devilbiss and Waterhouse, 2004). In the auditory cortex of guinea pigs, ionophoretic application of noradrenaline has been reported to suppress evoked responses (Manunta and Edeline, 1999). The circuits and synaptic mechanisms by which noradrenaline released from the locus coeruleus controls cortical responses to sensory stimuli remain to be fully understood. Also, despite the fact that locus coeruleus activity has been repeatedly linked to the learning process, so far, few studies addressed the long-term effects of pairing a sensory stimulus with the activation of noradrenergic neurons on cortical stimulus representations. Therefore, a unified theory for how locus coeruleus might modulate synaptic activity in the neocortex to recruit neuronal ensembles that aptly represent behaviorally relevant stimuli is still missing.

### 3.3 Ventral tegmental area

In the mammalian forebrain, dopamine is released from dopaminergic fibers originating in the ventral tegmental area or substantia nigra. These fibers abundantly innervate the striatum and regions of the prefrontal cortex but are relatively sparse in the rest of the neocortex and thalamus, including sensory areas (Dahlstrom and Fuxe, 1964; Haber et al., 2000; Lindvall
and Bjorklund, 1974; Williams and Goldman-Rakic, 1998). However, repeatedly pairing the presentation of an auditory stimulus with phasic stimulation of the ventral tegmental area has been shown to result in an expansion of the paired tone representation in primary and secondary auditory cortex (Bao et al., 2001). These effects could be supported by the few dopaminergic projections in the auditory cortex or could be generated by feedback from prefrontal areas. Various studies in the striatum and prefrontal cortex documented the effects of D$_1$- versus D$_2$-dopamine receptor activation on synaptic plasticity, but to our knowledge, they have not been replicated in primary sensory areas. Importantly, D$_2$-dopamine receptors have been implicated in the generation of perceptual psychotic episodes in schizophrenia and other psychiatric disorders (Seeman, 2013). It is therefore crucial to understand how dopamine controls processing and plasticity in sensory circuits.

### 3.4 Raphé nuclei

Neurons in the dorsal and medial raphe nuclei of the midbrain secrete serotonin and project abundantly to the entire forebrain via the medial frontal bundle (Calizo et al., 2011; Dahlstrom and Fuxe, 1964; Hornung et al., 1990). As is the case with most neuromodulatory systems, additional cell types reside in these nuclei (GABAergic, glutamatergic, and peptidergic) (Calizo et al., 2011; Waselus et al., 2006).

As with dopamine, serotonin and its receptors appear to play an important role in the generation of perceptual psychotic episodes in schizophrenia and following the use of psychedelic drugs (Gonzalez-Maeso et al., 2008; Lesch and Waider, 2012). Therefore, it is of crucial importance to understand the mechanisms by which serotonin impacts immediate and long-lasting activity in neocortical circuits. Some of the molecular mechanisms supporting serotonin actions started being elucidated. Both pyramidal and inhibitory neurons in the cortex express multiple types of metabotropic serotoninergic receptors. These receptors can regulate the activity of potassium channels and the levels of intracellular calcium and can interact directly or indirectly with AMPA, NMDA, and metabotropic glutamate receptors, thus controlling synaptic transmission, neuron excitability, and network excitatory to inhibitory balance (Bockaert et al., 2010; Moreau et al., 2010; Ogren et al., 2008; Yuen et al., 2005, 2008).

An interesting role for serotonin in cross-modal communication has been recently reported by Jitsuki and colleagues (Jitsuki et al., 2011). The study showed that visual deprivation in rats increased serotonin in the barrel cortex, where it promoted the phosphorylation and synaptic delivery of GluR1 glutamate receptor subunit, thus facilitating synaptic transmission at the layer 4 to layer 2/3 synapses and the sharpening of receptive fields in layer 2/3 neurons. Given the reported association between serotonin and perceptual synesthesia, more cross-modal and multimodal studies need to be conducted (Brang and Ramachandran, 2008).

### 3.5 Oxytocinergic system in the paraventricular and supraoptic nuclei of the hypothalamus

Oxytocin is a representative peptidergic neuromodulator synthesized in the paraventricular and supraoptic nuclei of the hypothalamus. It can be released from magno-cellular neurons in the bloodstream via the hypothalamic–hypophyseal axis, but it can also be released by...
parvocellular fibers in a more targeted manner to cortical and subcortical brain regions (Brownstein et al., 1980). In the mouse cortex, some of these fibers innervate the temporal areas, including the auditory cortex; the insular, cingulate, and entorhinal cortex; and the frontal association areas (Knobloch et al., 2012). Oxytocin is strongly linked to maternal behavior, being heavily released during parturition and lactation. Therefore, a large body of research focuses on the role of oxytocin in modulating maternal care. There is evidence that mother and virgin mice show differential cortical responses to sensory cues, particularly to pup ultrasound vocalizations (Cohen et al., 2011; Liu et al., 2006). Whether oxytocin can induce this differential representation of sounds and the circuit mechanisms by which it does so remains to be elucidated. An interesting circuit mechanism was described in the central amygdala, where oxytocin release in the lateral central amygdala activates a subset of interneurons that then inhibit pyramidal output neurons in the medial part of the central amygdala (Knobloch et al., 2012). This circuit mediates the anxiolytic effects of oxytocin (Knobloch et al., 2012; Viviani et al., 2011). It is important to determine if similar actions underlie the tuning of responses to pup calls in maternal auditory cortex.

4 COMMONALITIES AND DIFFERENCES BETWEEN DEVELOPMENTAL AND ADULT PLASTICITY IN SENSORY CORТИCES

To what extent do the described modifications induced by neuromodulatory systems, in particular the basal forebrain, in adult circuits recapitulate the developmental critical windows? Both cases rely on somewhat transient excitatory to inhibitory imbalances, and we hypothesize that this condition favors induction of NMDA receptor-dependent forms of long-term synaptic modification. However, beyond this basic feature, it is likely that developmental and adult cortical plasticity are substantially different in other ways. During development, inhibitory elements are progressively integrated into the network and this process dictates the closure time and duration of staggered critical periods. In the adult brain, restricted sets of inhibitory inputs have to be actively and specifically suppressed. Changes in sensory representations induced by early life exposure to altered environments are very long-lasting and in many cases permanent (Hensch, 2005). On the contrary, plasticity in the adult sensory cortex is often transient. Following nucleus basalis pairing, synaptic and spiking profiles of neurons return to their original tuning in time and, as a consequence, sensory maps recover their initial representation (Kilgard, 2012; Reed et al., 2011). Although consecutive pairing episodes likely generate savings in the circuit and cumulate their effects on cortical plasticity, this is not sufficient to permanently alter adult map representations. This observation raises two important questions. First, how can good perceptual performance be maintained in the absence of relevant stimulus overrepresentation in the primary sensory cortex? Secondly, how do neuronal circuits revert to their original organization?

With regard to the first question, one possible answer is that the representation of the learned stimulus increases in multiple brain structures connected in series. In this model, the expansion of stimulus representation in the primary sensory cortex following learning or nucleus basalis pairing improves performance during the initial behavioral stages but becomes less marked and less important in time. This would allow the sensory cortex to
recover a mostly unbiased representation of the sensory space. On the contrary, stimulus representations in structures downstream of the primary sensory cortex become progressively more defined and more important for behavioral performance. Recent findings support this model (Quirk et al., 1997; Sacco and Sacchetti, 2010; Znamenskiy and Zador, 2013). For example, Sacco and colleagues showed that the retrieval of 1-month-old but not new sensory fear associations requires intact secondary sensory cortices (Sacco and Sacchetti, 2010). However, the exact mechanisms by which the secondary sensory areas and other structures like the striatum, the amygdala, and the prefrontal cortex are integrated in the circuit remain to be determined.

Could sensory cortical plasticity contribute to this proposed progressive engagement of downstream elements in the network? One possibility is that the convergent synchronized activity of a larger pool of sensory cortical cells on a downstream post-synaptic neuron will push the membrane potential of this neuron above the spike threshold, thus generating a postsynaptic spike. Therefore, either classical long-term potentiation or spike timing-dependent potentiation of synapses in structures post-synaptically connected to sensory cortices becomes possible. As the cortical map recovers normal representation in time, synapses of neurons that continue to respond to the paired stimulus maintain strong conductances with the postsynaptic cell, whereas synapses of neurons that recover their original best stimulus will be depressed (e.g., through spike timing-dependent depression) (Fig. 4).

Two nonexclusive mechanisms are proposed here to answer the second question—how do adult sensory circuits recover their original tuning following plasticity? As discussed earlier, nucleus basalis pairing modifies corticocortical inputs but spares the thalamocortical ones (Froemke et al., 2007). It is possible that these spared inputs will slowly drive the network back to its original state. Alternatively or concomitantly, synchronized spontaneous activity in cortical neurons can recalibrate the network. In the auditory and visual cortices, neurons selectively responding to the same stimulus feature have a higher probability to synchronize their spontaneous activity or have a higher connectivity probability (Bao et al., 2003; Ko et al., 2011). In their remarkable study, Ko, Hofer, and colleagues imaged calcium spikes in the mouse visual cortex to identify neuronal ensembles responding to different orientations and directions of the visual stimulus. They then prepared acute slices from the imaged brains, recovered the recorded neurons, and used intracellular recordings to measure the connectivity probability between pairs of cells. Neurons had significantly higher probability of being connected to other neurons with similar orientation and direction selectivity than to neurons with distinct selectivities. If these properties are unaffected by nucleus basalis pairing, they can possibly drive the sensory network back to its basal state.

Although we did not address here the role of neuromodulators during development, this is an important issue for timing corrective or enhancing manipulations of neuromodulatory centers. The majority of neuromodulators and neuromodulatory receptors are abundantly expressed during development, including in primordial sensory systems, when they can play important roles in cell fate determination, cell migration, axon growth and guidance, dendrite growth, and synapse formation (Erzurumlu and Gaspar, 2012). Neuromodulation is also required for normal circuit assembly and plasticity in developmental sensory cortices.
For example, excess serotonin resulting from knockout of the serotonin transporter in the mouse alters the normal development of thalamocortical fibers in the somatosensory cortex and thus prevents the formation of barrel fields (Persico et al., 2001). In the visual cortex, nor-adrenergic and cholinergic fibers are required for normal ocular dominance plasticity following developmental monocular deprivation (Bear and Singer, 1986).

5 IMPROVING PERCEPTION BY MANIPULATING NEUROMODULATION

We discussed in previous sections different mechanisms by which neuromodulators can promote plasticity in sensory cortices by generating excitatory to inhibitory synaptic imbalances. This indicates at least two important sites in the circuit where manipulations could allow increased plasticity and behavioral improvement: cortical inhibitory interneurons and neuromodulatory centers. Recently, multiple research programs capitalized on the advent of optogenetic and pharmacogenetic tools and embarked on a series of studies where different types of interneurons or of neuromodulatory neurons can be specifically activated or inhibited with different patterns and under different timescales. Some of the published work showed control over cognitive and emotional behavioral performance using these approaches (Brown et al., 2012; Chaudhury et al., 2013; Kvitsiani et al., 2013; Sohal et al., 2009; Witten et al., 2011).

In an elegant study, Lee and colleagues showed that similar level of control could be achieved in the perceptual domain (Lee and Dan, 2012). They showed that driving the activity of parvalbumin interneurons optogenetically sharpened the tuning of orientation-selective cortical neurons in the visual cortex. At the behavioral level, this approach improved stimulus discrimination as determined by significant increases in the discriminability index. However, it is unclear whether these improvements in behavior endure over time. Based on the electrophysiological data presented here, we believe that control over the neuromodulatory systems can generate robust and long-lasting improvement in behavioral performance. Next, we will describe supporting evidence that temporally discrete manipulations of the cholinergic system can improve different dimensions of auditory perception.

The functions of the auditory system are to detect, identify, and localize stimuli that might be behaviorally relevant. These capacities are acquired during development as a result of synaptic maturation in the sensory circuit and can be improved by training in adulthood (Sanes and Woolley, 2011). Lesions of cortical cholinergic fibers can result in decreased detection, identification, and localization of stimuli and impaired learning, storage, and flexible retrieval of sensory associations (Berger-Sweeney et al., 2000; Butt et al., 2002; Cabrera et al., 2006; Leach et al., 2013; Vale-Martinez et al., 2002).

Sensory detection refers to the capacity to perceive the presence of a signal. As a general rule, detection degrades with age due to alterations at the level of sensory organs. In human auditory perception, the cumulative effect of age on hearing is called presbycusis. It becomes manifest around age 18, when detection of high-frequency sounds (>16 kHz) becomes greatly reduced. In time, most frequencies, including those in the speech range (~300–3400 Hz), will be perceived only at high intensities (Liu and Yan, 2007).
Pathological conditions unrelated to normal aging can negatively impact the detection ability of sensory systems. When developed during childhood, such pathological conditions can interfere with the normal maturation of neuronal circuits and thus can have long-lasting effects on sensory perception. It is therefore important to design interventions for correcting and enhancing auditory perception.

In our studies of rodent auditory perception, we trained rats to make a nose poke in response to a particular tone frequency (target tone, 4 kHz) and to withhold from nose poking in response to other frequencies (Fig. 5A). During training, the target tone was played at high amplitude, 70 dB SPL. After the animal learned the association, we varied the amplitude of the tones from soft (20 dB SPL) to loud (80 dB SPL). Unsurprisingly, the hit rate increased with the amplitude of the target tone, such that low-amplitude sounds were hardly perceptible under normal conditions. When we paired the presentation of the target tone at low amplitudes (30–40 dB SPL) with the stimulation of the basal forebrain for 5 min, the hit rate postpairing increased for the paired amplitude, indicating increased detection (Fig. 5B). This improvement was not observed when muscarinic and NMDA receptors in the auditory cortex were blocked during the pairing procedure. Thus, engaging the cholinergic system can lead to improved auditory detection in adults. Importantly, this occurs even when the pairing is done outside of the behavioral context or in anesthetized rats, indicating that plasticity in the auditory system alone is sufficient to improve detection and that modifications at sensory–motor circuits are not required for achieving this (Froemke et al., 2013; Reed et al., 2011).

Perceptual identification or recognition can refer to two related concepts. First, it refers to ability of a sensory system to identify a stimulus as a specific sensory object or as part of such object. Secondly, it refers to the ability to discriminate or separate a stimulus from background noise or from other coincidental stimuli. In the adult rat primary auditory cortex, we and others found that changing synaptic weights by pairing the presentation of the target tone with basal forebrain stimulation led to retuning of spiking receptive fields and therefore to increased representation of the target stimulus to the disadvantage of foil stimuli (Detari et al., 1999; Froemke et al., 2013). At the behavioral level, the pairing resulted in improved recognition of the target tone from foil tones even when these were at short perceptual distance from each other (one-sixth of an octave) and therefore hard to discriminate under normal conditions (Fig. 5C).

In the future, optogenetic and pharmacogenetic control of cholinergic and other neuromodulatory fibers will offer a more specific control of cortical circuits and will likely result in enduring enhancement of perception.

**6 CONCLUSIONS**

We summarized here recent data showing that experience, via the activation of neuromodulatory systems, can modify cortical neural circuits to improve perception. We stress the following points:
1. Multiple neuromodulatory systems respond during a particular behavioral task. The effects of neuromodulators on plasticity should be studied not only in isolation but also in behaviorally relevant combinations as well.

2. Neuromodulators can modify connections in several different microcircuits within the same cortical column independently. This could indicate a projection-specific modulation of synaptic inputs under various behavioral tasks.

3. Unlike developmental critical periods, plasticity in the adult sensory cortex results from active and selective decorrelation of excitatory and inhibitory inputs.

4. Whereas experience-induced synaptic and map modifications during development can be extremely long lasting, plasticity in adult sensory cortices is generally transient. Although the time constant of circuit modifications facilitated by neuromodulation and experience could vary substantially in the adult, one hypothesis is that longer-lasting synaptic changes are more capable of sustaining perceptual learning and require fewer repetitions to accumulate and to construct the memory in downstream structures.

5. The function of neuromodulation can differ substantially between adult and developing brains; therefore, corrective manipulations must be adjusted to the age of the subject.

6. Stimulating neuromodulatory centers can enable enduring perceptual improvements and behavioral modifications on several dimensions, even when manipulations are done off-line.

7. Optogenetic and pharmacogenetic tools promise a more specific way to manipulate brain circuits in order to correct and enhance sensory perception.

References


Prog Brain Res. Author manuscript; available in PMC 2015 January 20.


Chen FJ, Sara SJ. Locus coeruleus activation by foot shock or electrical stimulation inhibits amygdala neurons. Neuroscience. 2007; 144:472–481. [PubMed: 17097235]


Gritti I, Henny P, Galloni F, Mainville L, Mariotti M, Jones BE. Stereological estimates of the basal forebrain cell population in the rat, including neurons containing choline acetyltransferase, glutamic acid decarboxylase or phosphate-activated glutaminase and colocalizing vesicular glutamate transporters. Neuroscience. 2006; 143:1051–1064. [PubMed: 17084984]


Manns ID, Mainville L, Jones BE. Evidence for glutamate, in addition to acetylcholine and GABA, neurotransmitter synthesis in basal forebrain neurons projecting to the entorhinal cortex. Neuroscience. 2001; 107:249–263. [PubMed: 11731099]


FIGURE 1.
Information encoding in the primary auditory cortex. (A) Excitatory and inhibitory synaptic tuning curves of an example neuron; triangle indicates the best frequency of this neuron (reproduced from Froemke et al., 2007). (B) Example spiking tuning profile (reproduced from Froemke et al., 2013). (C) Tonotopic map in the primary auditory cortex based on characteristic frequency (reproduced from Kenet et al., 2007).
FIGURE 2.
Multidimensionality of behavioral states. Multiple neuromodulatory systems contribute in various combinations to creating different behavioral states. To allow visualization, only three dimensions and three behavioral states are shown here.
FIGURE 3.
Synaptic modifications induced by nucleus basalis pairing. (A) Sagittal drawing through the rodent brain shows the position of the stimulating electrode in the nucleus basalis (NB) and the recording pipette in the primary auditory cortex (A1). The extensive cortical projections of cholinergic neurons are shown. (B) The pairing procedure: pure tones of various frequencies are played prepairing in a pseudorandomized order, and then one frequency is paired with nucleus basalis stimulation and then the full set of tones is again played postpairing. Representative excitatory and inhibitory synaptic currents evoked by the paired tone were recorded pre- and postpairing in the same cell. (C) Retuning of the excitatory synaptic curve: the response to the paired stimulus increases and the response to the original best stimulus decreases. (D) Fast decrease in inhibition and slower increase in excitation evoked by the paired stimulus during pairing. (E) Blocking muscarinic receptors in the auditory cortex prevents the effects of pairing. Artwork in (A) by Jana Pivkova.
(Reproduced from Froemke et al. (2007) and Froemke et al. (2013)).
FIGURE 4.
Proposed model for how plasticity in the auditory cortex contributes to constructing memory traces in downstream structures. Preparing or prelearning, connections between presynaptic neurons in the auditory cortex and postsynaptic downstream “effector” cells are weak (small hexagons). Postpairing, the synchronous discharge of auditory neurons induced spiking of the “effector” cell (purple color) and potentiation of synapses (large hexagons). Later on, after auditory neurons recover their original tuning, most of the synapses are depressed but some are still strong and capable to drive firing of the postsynaptic neuron.
FIGURE 5.
Nucleus basalis pairing can improve behavioral performance on perceptual tasks. (A) The go–no go operant conditioning task: rats learn to nose poke in response to 4 kHz tones and to withhold from poking after other frequencies. (B) Before pairing (black lines), rats do not detect low-intensity targets, but after pairing (red lines) a 4 kHz tone played at 30 dB SPL with nucleus basalis pairing, detection at the paired intensity increases significantly. (C) Pairing of the target tone with nucleus basalis stimulation improves recognition of the target tone from foil tones that are at a small perceptual distance from each other (same color code as in b).
Reproduced from Froemke et al. (2013).